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ABSTRACT
This paper proposes an architecture for leveraging cloud computing
technology to reduce training time for deep reinforcement learning
models for autonomous driving by distributing the training process
across a pool of virtual machines. By parallelizing the training pro-
cess, careful design of the reward function and use of techniques
like transfer learning, we demonstrate a decrease in training time
for our example autonomous driving problem from 140 hours to
less than 1 hour. We go over our network architecture, job distri-
bution paradigm, reward function design and report results from
experiments on small sized cluster (1-6 training nodes) of machines.
We also discuss the limitations of our approach when trying to
scale up to massive clusters.
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1 INTRODUCTION
Deep learning is one of the most important technologies that is pow-
ering the AI revolution. Models based around deep neural networks
have been shown to dramatically outperform traditional models
when tested on a wide range of applications, from image classifi-
cation to text generation. While these models perform well, one
of their main limitations is that they require massive amounts of
labeled data for training. Collecting and maintaining these datasets
is feasible for simple problems like image classification, but quickly
becomes impractical for more complex problems like autonomous
driving. Achieving levels 4 and 5 of autonomy in cars would re-
quire training on hundreds of millions and sometimes hundreds of
billions of miles worth of data to demonstrate reliability, according
to a report from the Rand Corporation [6]. The report further goes
on to state that existing fleets of vehicles would take tens and some-
times hundreds of years to drive these miles. For solving complex
problems of that scale, not only do we need smart ways to collect
and use this data (simulated environments), it is also necessary to
have algorithms that can learn from unlabeled data. One of the
most popular classes of algorithms used for this purpose is deep
reinforcement learning.

Deep reinforcement learning algorithms are inspired by the psy-
chology of human and animal behavior. These models follow the
paradigm of an agent interacting with its environment through a
series of actions. The environment provides feedback to the agent
via a reward signal, which the agent attempts to maximize. Over
time, the agent learns how to select the actions that maximize the
reward function, learning the desired behavior. Recently, the power
of deep neural networks have been integrated into these frame-
works, allowing AI agents to perform at or above parity with human
experts on a wide range of difficult tasks such as mastering Atari
video games [8] and the game of Go [14].

1.1 Deep Learning for Autonomous Driving
One of the most exciting AI challenges today is autonomous driving.
Over the last couple of years, we have seen a shift in approach from
tradition probabilistic robotics-based techniques to more end-to-
end deep learning based techniques [2]. The goal of the problem is
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Figure 1: The architecture of our deep Q-network. The input is a cropped image from a front-facing web-cam on the car. The
output is a set of five Q values corresponding to the five possible actions

to design an algorithm to generate the necessary control signals
to drive a vehicle using only simple sensor data. While attempts
to be made to solve this problem using supervised learning [2]
[3], none have been totally successful, partially due to lack of an
all-encompassing dataset. Deep reinforcement learning algorithms
have shown promising results in some sub-problems related to
autonomous driving such as lane assist [11] and highway navigation
[13]. Although the ability to train on an unlabeled dataset is enticing,
it comes at a steep cost. First, the learning process depends on the
AI agent making costly mistakes. In the context of the autonomous
driving problem, a mistake could lead to a crash. It is simply not
feasible to be able to perform these tests in the real world. Instead, it
is necessary to have a method of simulation in which the agent can
safely make mistakes without incurring monetary cost or loss of
life. Fortunately, high quality simulators are available [12], which
help mitigate this issue.

Another big cost related to reinforcement learning is computa-
tion time. Reinforcement learning algorithms generally take much
longer to train than their supervised learning counterparts. As an
example, the original Deep Q-network (DQN) trained to play Atari
games required millions of iterations before it converged, requir-
ing run times of 12-14 days to train [8]. For a complex task like
autonomous driving, the training can take much longer, even on
the order of weeks or months. It is impractical to wait that long
for a single model to train. The obvious solution is to attempt to
somehow parallelize the process, cutting down the training time
geometrically. It has been shown that with a simple parallelization
strategy it is possible to decrease the training time for networks
learning to play Atari games by up to a factor of five [10]. With
cloud technology making massive virtual machine clusters widely
available, this strategy can prove effective in decreasing training
time and making deep reinforcement learning an effective strategy
for solving the autonomous driving problem.

In this paper, we propose a solution for utilizing the cloud to
improve the training time of a deep reinforcement learning model
solving a simple problem related to autonomous driving. We de-
scribe a method of parallelizing the training work to decrease the
training time, as well as some additional findings that served to fur-
ther decrease the training time. We demonstrate that this approach
achieves significant time savings over single-machine approaches,
and also discuss some of the limitations to the scale-out model for
increasing performance.

2 BACKGROUND AND METHOD
2.1 Deep Q-Network
Q-learning [16] [17] is one of the oldest and most popular rein-
forcement learning algorithms. In Q-learning, the world is divided
into two parts: an agent and the surrounding environment. Dur-
ing each iteration of the training process, the agent is presented
with a set of actions A, from which it selects one to perform. This
action takes the agent from its current state S to a new state S ′.
As a result of selecting this action, the environment provides the
agent with a reward R(S, S ′,A). These actions are repeated until a
terminal state is reached in which there are no further choices for
actions which the agent can take. This marks the end of an episode,
after which the agent is placed into a new random state and the
training continues. For our problem, we define the state as a single
RGB frame input from a front-facing web-cam on the car. Given
this state information, the agent then takes the action of selecting
a steering control signal from five possible values: hard left, soft
left, straight ahead, soft right and hard right. Once the selection is
made, the agent is then given a reward relative to its position in
the environment. The details of the reward function are discussed
in more detail in section 3.3.

In all but the simplest problems, it does not suffice for an algo-
rithm to optimize purely for the reward function R(S, S ′,A). The
algorithm loses the ability to make decisions that are disadvanta-
geous in the short term, but more viable in the long term. As an
example, consider the action of a vehicle swerving to avoid hitting
a pothole. In general, a sharp swerve is an undesirable behavior,
and should be punished by the environment. However, if the agent
purely optimizes for immediate reward, it will not swerve until it
is too late to avoid the pothole. Thus, the algorithm needs to not
only consider the reward from taking the current action, but also
the expected reward from future iterations resulting from taking
the current action. In Q-learning, this is modeled by the Q values.
Q values are defined as:

Q(S, S ′,A) = R(S, S ′,A) + λ ∗max
A′

(Q ∗ (S ′, S ′′,A′)) (1)

λ is a scalar in the range [0, 1] which controls the amount of
weight given to future predictions. At each iteration, the agent
simply computes the Q value for each of the possible actions, and
selects the action corresponding the largest. It has been shown [7]
that for any environment that can be modeled as a finite Markov
Decision Process, this strategy is proven to maximize the reward
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received by the agent. Unfortunately, in most real-world problems,
the state space is too large to directly compute theQ values, so they
must be estimated by some means. In our algorithm, we utilize a
deep neural network that accepts the state information and outputs
the Q values for each of the possible actions. The architecture of
the deep neural network used to compute the Q values is a variant
of the Deep Q-Network (DQN) proposed in [9]. This model is a
convolutional neural network with three convolutional layers, each
separated by a max pooling layer. The network ends with two dense
layers, with the final layer having one neuron for each Q value. A
visual representation of the network used during training can be
seen in Figure 1.

During training, we utilized two optimizations discussed in [9]:
replay memory and the target network hack. One of the issues with
directly using the data generated from the RL model is that the
labels for successive data points are highly correlated. For example,
if the model is taking a sharp left turn at time t , it is very likely
to be continuing that turn at time t + 1. As episodes are relatively
short, this creates a label distribution that is fundamentally different
from the underlying distribution of labels. This makes it difficult
for the model to generalize, and it instead oscillates back and forth
between the different skewed distributions, never converging to
the correct values. Like [9], we solve this issue by utilizing a replay
memory. The replay memory is simply a circular buffer that stores
data points collected during the agent exploration process. After
each episode, the data points collected are inserted into the replay
memory, overwriting the oldest data points. Then, the training
data is generated by randomly selecting data points from the replay
memory. This breaks the correlation between successive data points,
allowing the model to learn the underlying distribution of labels.

When examining the Bellman Equation, we notice that there is a
bit of a chicken-and-egg problem: to compute the Q values for any
given state, we must first be able to compute the Q∗ values for all
the successive states. As we do not have data points for the future
actions that the agent did not select, we cannot compute this value
exactly. Instead, we must use our model to predict these values.
When we use the same model to predict the Q∗ values that we are
training to predict theQ values, the model fails to converge. This is
because each training iteration changes the Q∗ values drastically,
so the model is chasing a moving target. The solution proposed in
[9] is to use a second copy of the active network called the target
network to predict the Q∗ values. The target network is updated
periodically by copying the weights from the actively trained active
network. This process decreases the variance in the Q∗ values,
which allows the model to converge.

When training any deep learning algorithm, there are two strate-
gies that can be taken to exploring the space of optimal values. First,
the agent can attempt to make very small changes to the current
strategy, iteratively making small improvements, called exploitation.
Second, the agent can attempt a radically different strategy, called
exploration. Both modes of operation are necessary for training
a robust model. Without exploration, the agent can converge to
a suboptimal strategy. Without exploitation, the model itself will
never improve, as we will be training on decisions made at random.
In our approach, we balance these two conflicting goals using linear
annealing. At the start of training, we favor exploration, because
our model has not trained on a sufficient number of samples, and

Figure 2: Our model distribution approach. Each agent runs
a copy of the simulator as well as a local trainer. Periodi-
cally and asynchronously, agents send out gradient updates
to the parameter server. The parameter server collects the
incoming gradients, updates the copy of the master model
and broadcasts it back to each agent.

the predictions are likely to be meaningless. Over time, as the model
improves, we decrease the amount of exploration and increase the
amount of exploitation as the model improves. Towards the end of
training, we are almost exclusively using an exploitative strategy,
but we still occasionally choose to explore in case the model has
converged to a suboptimal strategy.

2.2 Training Job Distribution
While reinforcement learning provides a huge advantage over su-
pervised techniques in that it does not require labeled datasets, it
poses another challenge: it needs a much larger amount data to
train meaningful models. As we will see in section 3.2, although
techniques like transfer learning [18] help improve the rate at which
the model learns, accumulating close to 1 million iterations worth
of training data still takes a lot of time. In addition, for more com-
plex problems (like our autonomous driving use case), the number
of training iterations needed increases dramatically, to the point
at which it is impossible to train on a single node. To train the
algorithm effectively, it is necessary to parallelize training across
multiple machines. Thankfully with the availability of cloud re-
sources, this is very achievable.

In our experiments, we tried a variant of the downpour stochastic
gradient descent (downpour SGD) algorithm presented in [5]. Our
job distribution paradigm is shown in Figure 2. We start with a
pool of virtual machine nodes. At the start of training, one node
is designated the parameter server node and all other nodes are
designated as agent nodes. The parameter server is responsible
for keeping the master copy of the model, accepting asynchronous
updates from each of the agent nodes, and controlling the annealing
rate. The agent nodes are responsible for running the simulator
and performing local model training. After an agent completes an
episode, it performs a training iteration on its local copy of the
model with the collected data. Once the training completes, it then
computes the change in weights of each of the layers of the model
(the gradient). It then sends the gradient to the parameter server,
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Figure 3: A graphical representation of the transfer learning process and the two environments involved. On the left is the
mountain environment whichwas used for the supervised learning part. On the right is the neighborhood environment which
the reinforcement learning model was trained on. You can see the vastly different textures, shapes and colors of the two roads.
First, a model was trained on the mountain road in AirSim using labeled data collected by an expert human driver. Then, the
weights from the convolutional layers were transfered to the reinforcement learning network and frozen. Themodel was then
trained on roads in the neighborhood environment. The dense layers were trained from scratch.

and waits for a response. When the parameter server receives the
gradient from the agent node, it adds the gradient to the master
copy of the model, and then sends the updated model back to the
agent node. This may be a different model than the agent currently
has, as it may include gradients received from other nodes as well.
This process repeats until the parameter server has received a set
number of iterations.

3 EXPERIMENT DESIGN
3.1 Environment Details
We used Microsoft AirSim [12] as our simulator for the experiments
presented here. In addition to having high-quality environments

with realistic vehicle physics, it has a python API which allows
for easy data extraction and control. This allowed us to perform
all our modeling in a single language, simplifying implementation
dramatically. We used the Keras [4] front-end with TensorFlow [1]
back-end to architect and train our deep networks. The parameter
server and agent communicate via HTTP requests, with the pa-
rameter server utilizing the Django framework to respond to asyn-
chronous requests. Our experiments run on the Microsoft Azure
cloud and utilize the NV-series virtual machines. These machines
contain NVIDIA Tesla GPUs and are optimized for visualization
tasks, which allow us to run our simulator to receive photo-realistic
images for training. We used Azure Batch to manage the virtual
machines and coordinate the distribution jobs.
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Figure 4: A schematic representation of the neighborhood
map in AirSim. The black lines represent centers of the
roads. In this representation, the car would be a point, and
the reward function would be inversely proportional to the
distance to the nearest line. All roads meet at 90° angles,
which is difficult for the model to learn. After adding in the
red “stubs” the vehicle was able to learn to navigate the 90°
turns.

3.2 Transfer Learning
One of the biggest issues encountered when applying reinforce-
ment learning to a non-trivial problem is that the algorithm takes
many iterations to converge. For example, the DQN trained in [9]
to play Atari games trained for 1 million frames before reaching
convergence. For a more complex task like autonomous driving,
the algorithm could require an exponentially larger number of iter-
ations before reaching an acceptable level of accuracy. The amount
of computational power required to generate the samples and train
the algorithm on this vast quantity of data quickly becomes a bot-
tleneck, preventing fast algorithmic iteration and improvement.

One of the methods that has been shown to increase the speed of
convergence is transfer learning [15] [18]. In this scenario, transfer
learning refers to training a deep network for a related problem,
transferring the weights (and hence the learned representations)
for the convolutional layers to the current problem, and fine-tuning
the final few layers through deep reinforcement learning. We be-
gan this experiment by setting up a related supervised learning
problem. We recorded an expert human driver’s inputs as well as
the frames from the simulated front-facing web-cam to create a
labeled data set. The expert driver drove in a different environment
than the environment in which we would be training the DQN
(Figure 3). Then, we trained a deep neural network using an iden-
tical architecture to the DQN, aside from the final dense layer, to
predict the expert’s steering angle. This network took 43 minutes
to train to convergence on a single-node machine. Once converged,
we transfered the weights of the convolutional layers to the DQN,
and only trained the final two dense layers during training. This
brought down the training time dramatically: Instead of potentially
billions of examples, the algorithm only required approximately
1 million examples, or 32,000 minibatches, to converge. Figure 3
shows a graphical representation of the training process.

3.3 Reward Function
The design of the reward function is critical to the success of the
model. For our experiments, we decided to make the reward a
function of the distance of the car from the center of the road. We
computed the reward using the equation:

R(S, S ′,A) = exp(−β ∗ ||xc − xr | |) (2)
where xc is the position of the car, xr is the position of the road,

and β is a positive scaling constant that controlled the shape of the
function. This reward function has the attractive property that it is
in the range [0, 1], making it easier for the model to learn than an
unbounded function like the raw distance.

Initial experiments also showed that the model had difficulty
learning sharp turns. The car would frequently drive full speed at
a sharp turn, and attempt to turn at the last minute, resulting in a
collision. To navigate these turns, the model needs to look many
stages into the future to begin to plan for the turn. This is difficult for
our formulation of Q-learning because it only considers the current
and next state when computing the Q values. To make it easier
for the model, we created short road “stubs” that were positioned
diagonally across the sharp turns. In Figure 4 we show an overhead
map of the neighborhood environment. The central lines of the
roads are shown in black, and the added road stubs in red. The path
outlined by the stubs more closely models the path that an expert
driver would take when navigating these turns, giving the model a
more realistic signal to learn from. Also, the function gives a more
gradual reward for completing the turn, allowing the algorithm to
learn how to navigate these turns.

4 RESULTS AND DISCUSSION
During training, the flow of each episode looks as follows: To begin
the training episode, the agent node requests the latest version of
the model from the parameter server. The car is initialized with the
current version of the model file (as sent by the parameter server).
While driving, the car’s goal is to minimize its distance from the
center of the road and hence maximize the reward in equation 2. An
episode ends when the car collides or after 30 seconds of collision-
less driving. The 30 second limit is enforced to make sure the car
is not driving around for too long as that would make the local
copy of the model outdated. It also helps to avoid accumulating too
much data which might overwhelm the training process and cause
further latency in model updates.

In this experiment, we tracked two metrics: throughput and time
to automation. Throughput is the average number of examples or
data points our system is able to digest per hour. It is calculated as
follows:

Throuдhput =
# o f minibatches ∗minibatch size

traininд end time − traininд start time
(3)

This will increase as the number of nodes in the system are
increased, as we achieve higher degrees of parallelism.

Time to automation is the average time it takes for the car to start
driving around in the neighborhood environment in AirSimwithout
any collisions. The timer for this metric starts when the experiment
is initialized and concludes when the node on the network has an
episode of at least 30 seconds without encountering a collision with
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Figure 5: The first graphic shows the throughput of the sys-
tem. At bottom graphic shows the time to automation for
various learning rates and number of agent nodes. The 10
agent system never reached full automation, so it is omitted
from this plot.

the environment.We utilized the transfer learning process described
in section 3.2 to initialize our reinforcement learning training runs
with learned representations from the mountain environment in
AirSim. We ran experiments with varying the number of agent
nodes from 1 to 6. In addition to varying the number of nodes, we
also varied the annealing rate between a fast (∆ϵ=-0.003) and a slow
(∆ϵ=-0.0003) value. We also performed experiments with 10 agent
nodes at both the fast and slow annealing rates. For comparison,
as a baseline benchmark, we also ran the code on a single agent
system, but initializing all layers of the model randomly, that is,
without utilizing the transfer learning process.

In Figure 5, we see the throughput and the time to automation
as functions of the number of agent nodes. For clarity, we have
left off the experiment without transfer learning from these graph-
ics. We have also left out the experiment with 10 nodes from the
second graphic as it never converged. The rate of increase of the

throughput with respect to the number of nodes of our system is ap-
proximately linear. Intuitively, this makes sense - as all agent nodes
are acting independently in our system, each agent will produce
approximately the same amount of data per given time interval. The
system does not scale indefinitely, however. We notice that once
we start increasing the number of nodes beyond 7, the throughput
tapers off. This is because our system only allows for a single param-
eter server node - it is simply getting overwhelmed with processing
the vast amounts of incoming data produced by the agent nodes.

Even more surprising, however, is the fact that increasing the
throughput of the system does not necessarily decrease training
time. For the first few additional agent machines, we observe a
dramatic drop in training time. However, surprisingly quickly we
discover that adding additional machines increases the time to
automation. We notice that when using a slower annealing rate,
the number of machines required for optimal time to automation
increases, but we still observe that arbitrarily increasing the number
of agent machines leads to increased time to automation. In both
cases, the 10 agent systems did not ever reach automation, even
after 20 hours of training.

The reason for this divergence is that during the training process,
each agent machine is working on a saved local copy of the latest
model in memory. While the agent is training, it is possible that
many updates are performed between the time that the agent starts
an episode and the agent ends an episode. By the time the agent
computes its gradient, the model’s parameters may have changed
dramatically. So, when the parameter server node integrates the
gradient received from the agent, the gradient does not shift the
model parameters in the proper direction because the model param-
eters in the latest model are so different from the model parameters
used by the agent. For systems with a small number of agent nodes,
it is unlikely that many iterations have been performed between
the start and end of an episode, and the training time improvement
from increased throughput is enough to overcome the training time
regressions caused by using outdated models. As more nodes are
added to the system however, the situation of an agent using out-
dated models becomes more likely, causing the training to diverge.
The increased throughput is not enough to compensate for this
issue, and the model takes longer to converge, if it converges at all.
Potential solutions have been proposed [19] [10], but are yet to be
verified for this specific scenario.

When trained without using transfer learning, the single agent
system took 140 hours to reach full automation. When trained with
transfer learning, it took 5 hours, a dramatic improvement. This
is interesting because the training dataset used for the transfer
learning experiment was generated from a fundamentally different
environment than the environment used for training the reinforce-
ment learning model. As can be seen in Figure 3, the road in the
mountain environment has a very different shape and color from
the road in the neighborhood environment used for reinforcement
learning. The surrounding scenery is also different. The fact that
the weights in early layers can be effectively re-used suggests that
during the supervised learning process, the model has learned a
very general representation of the input that can be applied to a
variety of environments. This also suggests a process for training
models when data is only available for a subset of the regions in
which they will operate - train a supervised learning model on the
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labeled data, and then use reinforcement learning to fine-tune these
models to operate in the other regions. This balances the manual
time needed to collect labeled data with the computational time
needed to train reinforcement learning algorithms to ultimately
minimize the model development time.

5 CONCLUSION
In this paper, we proposed an architecture for leveraging cloud
computing technologies to decrease the training time for deep re-
inforcement learning models for autonomous driving. We showed
that by parallelizing the training process, one can achieve a mas-
sive decrease in the training time. In addition, we showed that by
carefully designing the reward function and by utilizing transfer
learning, we are able to further decrease the training time (from 140
hours to automation on a single machine using random weights
to less than 1 hour on a 5-agent cluster with transfer learning).
This demonstrates that application of these powerful models to
real world problems is more feasible now than ever before. While
our proposed system drastically decreases training time, we also
showed that it does not scale infinitely, and further architectural
work is needed to allow the system to scale to massive clusters.
Solving the problem of training massive machine learning mod-
els at scale is a necessary prerequisite to solving the Autonomous
Driving problem, and the proposed framework brings us one step
closer to having the ability to train an algorithm to drive a fully
autonomous vehicle.
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